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The following case study illustrates how Brainlike sensing technology can improve 

monitoring performance.  The Figure 1 plot shows energy usage levels measured every 

15 minutes over a three month period.  The plot is one of over 40 measurements that were 

recorded concurrently at the same period.  Figure 1 is typical of monitored activity data in 

that baseline values gradually change over time, as is plain to see. 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.  A Typical Plot of Monitored Activity over Time 

 

 

 

 

 

 

 

 

 

Data plots like that in Figure 1 demonstrate the need for adaptive monitoring.  Without 

adaptive monitoring, alarm cutoff values must be fixed.  If they’re fixed at relatively 

insensitive levels such as the maximum and minimum values in Figure 1, then very few 

false alarms will occur.  However, subtle problems that develop slowly or are indicated 

by only slight deviations from expected values will be missed most of the time.  On the 

other hand, if alarm cutoff values are set to more sensitive levels, many false alarms will 

occur.  Thus, the changing baselines in Figure 1 pose a basic, pervasive, and important 

monitoring and analysis problem. 

 

Market driven need.  A critical need is emerging in the monitoring 

marketplace for Brainlike sensing technology.  In analogy to its biological 

counterpart, Brainlike sensing features the capacity to learn automatically, 

continuously, and quickly.  Also in analogy, Brainlike sensing delivers 

benefits in the form of increased monitoring precision and automation. 
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Figure 2.  A Monitoring Baseline Resulting From Simple Concurrent Learning 

 

Figure 2 shows how a simple form of concurrent learning can add monitoring value.  The 

figure shows data, in blue,  spanning only two weeks instead of the three-month span 

shown in Figure 1.  The figure also shows a baseline for monitoring, shown in orange, 

which is obtained in the following way.  For every 15-minute monitoring point at any 

given time, a baseline for comparison is computed as a function of the average among the 

values for the same time during the last few days.  When expected values are computed 

in this way, actual values can be compared to them in order to determine unexpected 

events.  As a result, alarm thresholds can be made more precise and a higher signal-to-

noise ratio can be obtained than by using fixed thresholds. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 shows how “brain like” concurrent learning can add significantly more 

monitoring value.  Along with the same actual data as in Figure 2 shown in blue, the 

figure shows in red a much more precise baseline for monitoring, which is obtained in the 

following way.  For every 15-minute monitoring point at any given time, its baseline for 

comparison is computed as a prediction function, which is automatically computed and 

updated at every time point.  These expected values are predictable in two different ways.  

First, each value is predictable from all the others because they are all correlated.  

Second, each of the current values are predictable from recently measured values because 

they are also auto-correlated.  Because these measurements are so much more 

predictable, they add much more monitoring value as the following two figures show. 

Measurable added value.  Case studies have repeatedly shown that Brainlike 

sensing yields over three times the sensitivity and early warning of the best 

available alternatives.  As a result, added Brainlike sensing value is easy to 

measure in settings where false alarm costs and missed opportunity costs can 

be quantified.  Further added value can be tied to reduced operating costs 

through Brainlike automation.  
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Figure 3.  A Monitoring Baseline Resulting from “Brain Like” Concurrent Learning 

 

Figure 4 shows tolerance bands in orange, based on the baselines that were created in 

Figure 1.  The widths of these baselines were set in a way that produced an acceptably 

small number of false alarms for the entire three month period.  Figure 4 also shows, in 

magenta, the way a typical costly incident might be expected to develop.  For example, 

this development resembles the way that memory leaks might develop in faulty software 

applications running on a server, over a period of two hours or so.  As Figure 4 shows, 

the tolerance bands for monitoring are not narrow enough to flag the developing problem 

before it turns into a costly incident. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 4.  Incident Non-Detection During Simple Concurrent Learning 
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Figure 5.  Incident Detection During “Brain Like” Learning 

 

Figure 5 shows tolerance bands in red, based on the “brain like” baselines that were 

created in Figure 1.  As in the Figure 4 case, the widths of these baselines were set in a 

way that produced an acceptably small number of false alarms for the entire three month 

period.  Figure 5 also shows, in magenta, the same developing costly incident that was 

shown in Figure 4.  In this case, however, the tolerance bands are sufficiently narrow to 

detect the costly incident. 

 

This case study is one of many in which Brainlike sensing technology added value has 

been repeatedly demonstrated. While the cases study focuses on Brainlike sensing value 

at a decision-making level, Brainlike sensing value is underscored by a variety of related 

and recognized defense needs [1-19], its more broadly demonstrated added value [20-21], 

and its technological maturity [20-24]. 
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